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Abstract

The web and social media contains millions of pages whose text review objects
or events. It will be very helpful if one benefits of other's published opinions and
experiences before taking decisions concerning these entities. Also, for opinions to be
comprehensive, analysis should provide the attitude for the entity as well as its basic
aspects or features. In this work, we propose a domain independent approach that
extracts both of the entity aspects and their attitudes for Arabic reviews. The proposed
approach does not exploit predefined sets of features, nor domain ontology hierarchy.
Instead we add sentiment tags on the pattern and root levels of Arabic lexicon and

used these tags to extract the opinion carrying words and their polarities.

The proposed approach relies on dividing the opinion mining task into three
dependent subtasks at word, sentence, and document levels. The word level concerns
with extracting the opinion carrying, negation, and intensifier words. The sentence
level concerns with extracting the candidate aspects using syntactic patterns for
Arabic sentences and based on the opinion-carrying words. The document level
aggregates the lemma forms of the extracted aspects to summarize the entity
orientation. The nondeterministic nature of some roots used in different ways in
different domains affects the degree of sentiment role certainty. A certainty factor is
proposed to express the percentage of orientation certainty of each aspect and

declaring its effect on the system accuracy.

The proposed system is evaluated on the entity-level using a dataset of 500 movie
reviews with accuracy 96%. Then the system is evaluated on the aspect-level using
200 Arabic reviews in different domains (Novels, Products, Movies, Football game
events and Hotels). It extracted aspects, at 89% recall and 85% precision with respect
to the aspects defined by domain experts. This proves that the proposed system can be

used for generic domains beyond the limited coverage of existing ontologies.
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Chapter 1

Introduction

1.1. What Is Opinion Mining?

Opinion Mining (OM) or Sentiment Analysis (SA) is one of the most recent topics
of research in the information extraction area. Opinion mining refers to a broad area of
Natural Language Processing, Computational Linguistics Processing which is
concerned with the opinions expressed in the documents and Text Mining that extracts
information from the reviews in the web (Esuli and Sebastiani, 2006; Stavrianou and
Chauchat, 2007; Harb et al. 2008). The basic concept is that people can benefit from the
opinions and experiences of others through the growing availability of opinion
resources such as online review sites and personal blogs (Pang and Lee, 2008). By
extracting useful information from reliable amounts of feedback data in automatic or
semi-automatic ways and presenting the information by the most effective way to serve

the chosen objectives. This process is known as Opinion Mining.
Opinion Definition:

Opinion is a subjective statement or an attitude about an entity. Entity can be a
product, service, person, event, organization, or topic. The attitude may be a judgment
or an evaluation, their affective state (the emotional state of the author when writing) or
the intended emotional communication (the emotional effect the author wishes to have

on the reader).
Opinion Mining Tasks:

OM field is concerned with multiple tasks. 1) Determining the aspect-based
opinion summarization which extract the aspects/features of the entity/object and
arrange them according to its frequency in the reviews. 2) Determining the sentiment
orientation (SO) or the polarity of the document into one of these classes positive,
negative or neutral. 3) Determining the subjectivity of the document into two classes
subjective or objective. 4) Determining the strength of document orientation which is
strongly, mildly, weakly document. 5) Sentiment analysis of comparative sentences
which compare the object with some other similar objects. 6) Identifying the opinion
spam (Liu, 2010).
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Opinion Mining Utility:

OM is more suitable to various types of intelligence applications (e.g. businesses
and organizations). Its appearance strongly associated with Web search or information
retrieval. It is used for many decision making tasks such as obtaining an accurate
opinion about a particular topic, improving the performance of a product or a service
that presented by organizations, satisfying the customers, and others (Hu and Liu, 2006;
Ding et al. 2009).

1.2. Motivation

When an individual needs to take a decision about something as purchasing any
product, he/she typically asks for opinions from friends and families. Also, when an
organization needs to find opinions of the general public about its products or services,

it conducts surveys and focused groups to obtain a decision.

Now there are some opinionated documents on the World Wide Web (called user
generated content) like blogs, forums, social media and social network sites. For a
popular product, the number of reviews can be in hundreds or even thousands. This
makes it difficult for a potential customer to read them to make a decision whether to
buy the product or not. It also makes it difficult for the manufacturer of the product to
keep track and manage customer opinions. Since for each manufacturer, there are many

merchant sites may sell the product and he normally produces many kinds of products.

This leads to the importance of automatically mining the web content to summarize
the opinions of users from a wide range of reviews, blogs, and tweets. For opinions to
be comprehensive it is not sufficient to have opinion analysis only at the entity level. In
many real-life applications, in order to make product improvements, one needs to know
what components and/or aspects of the entity are liked and disliked by consumers. For
instance, in a product review sentence, it identifies product aspects that have been
commented on by the reviewer and determines whether the comments are positive or
negative. For example, in the sentence, “The battery life of this camera is too short,” the

comment is on “battery life” of the camera object and the SO is negative.
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1.3. Problem Definition

Nowadays, most of the research works deal with the sentiment analysis of the
documents but little work has been done for extracting the aspects of the object/entity
especially for Arabic text. Many difficulties are faced when dealing with the aspect-

based opinion summarization problems such as:

1. Expression: Since the opinion could express people emotions about
something, it is hard to be expressed with keywords. Opinion may be written in

unstructured-free-texts scheme and some written in the vernacular.

2. Domain Considerations: Most of the research concerns a specific domain and
exploit a pre-built dictionary containing most of the opinion words concerned
with this domain. As some opinion carrying words have different sentiment
orientation in different domains. For example, the word "big, _+S" has a positive
orientation in hotel domain and a negative orientation in technology domain.
The objective is to propose a generic sentiment analyzer and without relying on

a previously built opinion word lists.

3. Using Fixed List (Lack of context): Most of the aspect-based research used
aspects list for a specific domain in extracting the aspects of the entity. This

process is very tedious in case of domain independent sentiment analysis.

4. Negation: It represents the opposite emotion about something. As the
negation words can change the meaning of the sentence as the word "NOT", it
can lead to faulty orientation decisions as in the sentence “the product is not
excellent” which does not mean that it is bad.

5. Intensification: It represents the degree of expressiveness of the opinion
carrying words in the text. It takes many forms such as the use of adverbs (e.g.
good) and/or some amplifiers (e.g., very). The overall sentiment result may be

misleading due to the excessive use of intensifiers for some reviewers.

6. Resources Availability: Usually sentiment analysis for Arabic text suffers
from the lack of available resources. Little resources are available for Arabic

data sets, Lexicons, Stemmers, and Sentiment Analyzers.
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1.4. Contribution

In this research, we presented a generic approach for automatically extracting the
entity aspects and their attitudes. As we intended to analyze domain independent aspect
level sentiments, the proposed approach does not exploit a predefined set of features,
nor domain ontology hierarchy. Opinion tags are added to an existing accurate Arabic
Root Based Lemmatizer ARBL lexicon (El-Shishtawy and EI-Ghannam, 2012), at the
root and pattern levels. This eliminates the need of opinion word lists and allows
analysis for generic domains and entity types. Also, the proposed algorithm relies on a
new task decomposition technique, based on the concept that each opinion has a target
aspect or entity. Therefore, when an opinion carrying word is recognized, the algorithm
scans the sentence to extract the intended target. The mining tasks are decomposed into
the following subtasks:

1- Detecting the opinion-carrying words at word and sentence levels. This
includes intensification and negation.

2- Exploiting the detected opinion-carrying words to extract the target noun
phrases as candidate aspects or the general entity.

3- Extracting the entity aspects according to the syntactic patterns used for
sentiment expressions.

4- Estimating the overall sentiment score and attitude by aggregating the

orientations of the lemma-form candidate aspects.
1.5. Thesis Organization

The remaining content of the thesis is organized as follows:

Chapter 2: Introduces a survey for the related work and an overview for the

main techniques used in sentiment analysis and aspect extraction.

Chapter 3: Presents the preprocessing methods and tools used to analyze the
Arabic Review text on the word level and produce the Part Of Speech POS tags

of each word. It includes Arabic lemmatizer and polarity lexicon.

Chapter 4: Presents the proposed generic approach for automatically extracting

the entity aspects and their attitudes.

4
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Chapter 5: Presents the Data Sets used to experiment the proposed approach. It
illustrates the results of experiments compared to similar work and human
experts with discussion.

Chapter 6: Presents the conclusions and also the problems that not solved yet.

Besides to the suggestions for future work.
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Chapter 2
Background and Related Work

This chapter reviews the recently published works on Aspect-based opinion
summarization. The sentiment analysis methods and identification of the sentiment
strength will be discussed. Also, the techniques used for automatically extracting the

entity aspects are introduced.

There are two types of textual information on the web; facts and opinions. Facts are
objective statements about entities. Opinions are emotional statements or thought that
reflect people’s attitudes about entities and objects. Most of search engines dealt with

facts that matched with topic keywords but little dealt with opinions.

Definition (Entity): An entity can be a product, service, person, event,
organization, or topic (Zhang, 2012). For example: a reviewer can express an opinion
on the entity itself as "Sony phones" in the expression “I do not like Sony phones.”, or
expressed on one of its aspects, e.g. "picture quality” in the expression “The picture

quality of Sony phone is not good”.

Definition (Aspect): The aspects of an entity are the attributes, features or

components of the entity (Zhang, 2012).

Aspects are usually expressed as nouns and noun phrases, and can also be
expressed as adjectives, adverbs, and verb phrases (Zhang, 2012). The aspects that
expressed in nouns and noun phrases are called Explicit Aspects. For example, "sound"
is explicitly appeared in "The sound of this phone is clear". But other expressions
presented Implicit Aspects. For example, the adverb "heavy" in "The phone is too
heavy." expressed on the implicit aspect "weight". There are many implicit aspect
expressions for adjectives and adverbs, e.g., expensive for the (price) aspect, slow for
the aspect (speed) ...etc. An example for the verb aspect is "lasts” in the sentence "The

phone lasts all day" expressed on the battery of the phone. In this thesis, we focus on
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extracting explicit aspect expressions, since most of aspect expressions in opinion

documents are explicitly expressed.

The opinion has positive or negative attitude about an entity or its aspect. Positive,
negative or neutral are called Sentiment Orientation SO. Other names for SO are

opinion orientation, sentiment classification, semantic orientation, or polarity.

To determine the SO for the entities and their attributes, we need to define the
review formats on the web. There are three different review formats which need
different techniques to be handled (Liu et al. 2005).

Format (1) - pros and cons: The reviewer is asked to describe pros and cons

separately as in C|net.com.

Format (2) - pros, cons, and detailed review: The reviewer is asked to describe pros

and cons separately and also write a detailed review as in Epinions.com.

Format (3) - free format: The reviewer can write freely, that is, no separation of

pros and cons as in Amazon.com.

For the review formats (1) and (2), opinion/semantic orientations (positive or
negative) of the aspects are known because pros and cons are separated as in (Liu et al.
2005). The entity aspects only need to be determined. In our thesis, we concentrate on
review format (3). Since we need to identify and extract both entity aspects and

sentiment orientations.

This task goes to the sentence level to discover, what aspects of an object that
people liked or disliked. For instance, in a product review sentence, it identifies product
features that have been commented on by the reviewer and determines whether the
comments are positive or negative. For example, in the sentence, "The breakfast buffet
in the hotel is variant.” the aspect is "breakfast buffet” for the entity "hotel™ and the SO

IS positive.
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2.1. Sentiment Orientation

Earlier research works on opinion mining started by extracting the attitude of the
whole object/subject as positive, negative or neutral. This task was commonly known as
the document-level sentiment classification because it considered the whole document
as the basic information unit, which assumed that the document was known to be
opinionated as in (Pang et al. 2002; Turney, 2002). A positive document did not mean
that the author had positive opinions on every aspect of the entity. Also, a negative
document did not mean that the author disliked everything about the object. For
example, in a product review, the reviewer usually wrote both positive and negative
aspects of the product, although the general sentiment on the product could be positive

or negative according to the maximum percentage of the polarity.

Likewise, the sentiment classification could be applied to individual sentences.
However, each sentence couldn't be assumed to be opinionated in this case. It needed
first to be classified as opinionated or not opinionated, which was called subjectivity
classification. The resulting opinionated sentences were classified as expressing positive
or negative opinions. It was called the sentence-level sentiment classification (Riloff et
al. 2003; Wilson et al. 2004; Wilson et al. 2005). Wilson et al. (2004) classify each
sentence in the document, and count the number of sentences that have positive or
negative orientation. According to this number the whole text will be assigned as
positive or negative. The concept was improved to find orientation at the phrase level

for sentences that have multiple attitudes (Wilson et al. 2005).
2.1.1. Sentiment Orientation Classification

To determine the sentiment orientation for documents, several researchers have
studied the problem of defining the opinion words (Liu, 2010) then classifying them to

its category as positive, negative or neutral.

Definition (Opinion Word): An opinion word is a term used to refer to the word
that usually qualifies an object or an attribute of this object. They are usually adjectives
and adverbs, but they can also be nouns and verbs e.g., (beautiful, magnificent, nice,
smooth, love, liked) for positive SO, (bad, terrible, damage, poor, hate) for negative SO.

8
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Example: The adjective "clear” in the sentence "The sound of this phone is clear"” is
considered as an opinion word refers to the aspect "sound™ with positive SO. Also the
verb "hate" in the sentence "I hate this camera™ is an opinion word refers to the entity

"camera" with negative SO.

Most of the researchers were concerned with the automatic identification of opinion
words. This is because the manual technique required a lot of human efforts and it was
costly. Other approaches could be grouped into corpus-based and dictionary-based

approaches for defining the opinion words or sentiment classification.

Corpus-based approaches considered syntactic and statistical properties such as
word co-occurrence (Hatzivassiloglou and McKeown, 1997; Qiu et al. 2011; Khan et al.
2014). But it faced the problem of the domain dependent because of using seed list
method. This method had a small seed list of adjectives as a start and expanded every

time a new opinion word was found.

Hatzivassiloglou and McKeown, (1997) were the first researchers that tried to solve
the problem of defining the opinion words. They used the corpus-based approach and
classified these words by analyzing the pairs of adjectives conjoined by some
constraints such as (‘and’, 'but’, ‘either-or' or 'neither-nor’) that was extracted from a large
unlabelled documents. Using these constraints, one adjective could infer opinion
polarities of unknown adjective based on the known ones.

Double propagation method is proposed by Qiu et al. (2011). This method used
dependency relations to extract both opinion words and product aspects. It used an
initial set of opinion word seeds as the input then tried to find the relation between them
and the target aspects. Also the opinion word seeds had relations among themselves too.
This propagation or bootstrapping process ends when no more opinion words or aspects
can be found. Also (Khan et al. 2014) used a list of subjective adjectives to define and

classify the opinion words.

The opinion words that defined by Pang et al. (2002), were extracted manually. But
they used several completely prior-knowledge-free supervised machine learning (ML)
techniques (Naive Bayes (NB), maximum entropy (ME), and support vector machines

(SVMs)) for the sentiment classification. Although ML classifiers perform well, their
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performance drops on topics or texts that are different from those that they were trained
on (Gamon and Aue, 2005).

On the other hand of the supervised algorithm, (Turney, 2002) presented a simple
unsupervised learning algorithm that evaluated each two consecutive words from the
review if their tags conformed to predefined patterns. He categorized the seed list using
point wise mutual information (PMI) to detect document sentiment based on selected
phrases. These phrases are chosen via a number of pre-specified part-of-speech (POS)
patterns from POS tagger of (Brill, 1994), that including adjectives and adverbs. PMI
also measured the strength of semantic association between the two words by
comparing its similarity to a positive reference word ("excellent") and its similarity to a
negative reference word ("poor").

Dictionary-based approaches used hierarchies such as WordNet (an online lexical
reference system that organize words in synonym sets, called synsets) in order to
identify the sentiment orientation for the opinion words (Hu and Liu 2004; Esuli and
Sebastiani, 2006; Kim and Hovy, 2006; Popescu and Etzioni, 2007). Sentiment
dictionaries have a great role in determining the accuracy of sentiment analysis systems.
But it faced the problem of lack of context information in these hierarchies (Hu and Liu,
20064a).

Hu and Liu, (2004) used the WordNet for extracting the opinion words. The
adjectives were organized as bipolar clusters as the word with its synonym set and
antonym set. They used NLProcessor linguistic parser to generate the POS tags of each
word. Also (Liu et al. 2005) used this parser for tagging, but the opinion words were
already classified, since they used pros and cons of review format 2. This opinion
observer enabled the analysts to correct the errors using a convenient user interface
which called semi-automatic tagging. (Popescu and Etzioni, 2007) used a mixture of
WordNet information (e.g., antonyms are placed in the same cluster) and lexical pattern
information (e.g., “clean, almost spotless” suggests that “clean” and “spotless” are
likely to refer to the same property). They used a novel relaxation-labeling technique to
determine the semantic orientation of potential opinion words as a tuple of (word,

feature, and sentence) with a set of SO labels.

10
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Somprasertsri and Lalitrojwong (2010) used existing dictionaries such as the
General Inquirer (Stone, 1966). Dictionaries were built in different ways: manually,
making use of existing resources, or automatically. In manual approach, a corpus of
opinion-bearing words is built and manually tagged. For example, in the work of
Taboada et al. (2011), a corpus of 400- review text was used to extract 2,252 adjective
entries, 1,142 nouns, 903 verbs, and 745 adverbs. Terms were ranked in a single scale
combining sentiment polarity and strengths, ranging from —5 for extremely negative to
+5 for extremely positive. Some researchers (Hu and Liu, 2004a; Kim and Hovy, 2006)
make use of WordNet as lexical resource. In SentiWordNet (Baccianella et al. 2010),
all WordNet synsets are automatically annotated according to their degrees of polarity.
Each term is annotated with three numerals: positive, negative, and neutral. The score

for each word is calculated by its proximity with respect to one or more seed words.

2.1.2. Negation

Negation words are used to reverse the polarity of the opinion words e.g., (not
good). Examples of the negation words are "not, none, nobody, never, lack, and

nothing".

Many researcher handled the negation using different techniques as in (Kennedy
and Inkpen, 2006; Taboada et al. 2011; Choi and Cardie, 2008). Always the negation
words are found by searching backward from the opinion word till finding a punctuation
marker. Then the orientation score will be reversed as if the adjective "good" has

orientation value (+1), so "not good" will has a orientation value (-1).
2.1.3. Intensification

Intensification is the process of using special words besides the opinion words to
increase or decrease the semantic orientation score. They usually are neighboring
adverbs as in (Benamara et al. 2007). These intensifiers were classified into two

categories; Amplifiers (e.g., very, too, extremely) and Downtoners (e.g., slightly)
11
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(Quirk et al. 1985). Some researchers such as (Kennedy and Inkpen 2006; Polanyi and
Zaenen 2006) have implemented the intensifiers using simple addition and subtraction.
As the amplifiers are positive scores added to the positive orientation opinion words.

But the downtoners are negative scores added to the negative orientation opinion words.

Taboada et al. (2011) handled the intensifiers by using different technique. They
ranked each adverb (intensifier) by special modifiers. This modifier is added or
subtracted from 100% according to the sign of this value, then multiplied the result by
the opinion word score. For example the combination of "somewhat sleazy” will be
computed as the SO of "sleazy" is -3, the modifier of "somewhat" is -30%, so the total
weightis [ - 3 * (100 % - 30 %) = -2.1].

2.1.4. Arabic Sentiment Orientation

Arabic is the official language of 23 countries and is spoken by more than 379
million people. Arabic is the fastest-growing language on the web (with growth rate of
5,296.6% of Internet users in 2014, compared to 2,721.8% for Russian, 1,910.3% for
Chinese and 468.8 % for English)'. There are about 135.6 million Arabic users online,

or about 4.8% of the global Internet population.

Arabic is a Semitic language and consists of many different regional dialects
(Versteegh, 1997). While these dialects are true native language forms, they are
typically used only in informal daily communication and are not standardized or taught
in schools (Habash, 2010). There is one formal written standard that is commonly used
in written media and education throughout the Arab world called Modern Standard
Arabic (MSA). There is a large degree of differences between MSA and most Arabic
dialects, and, interestingly, MSA is not actually the native language of any Arabic
country or group. MSA is syntactically, morphologically, and phonologically based on
Classical Arabic (CA) (Habash, 2010), which is the language of the Qur’an (Islam’s
Holy Book).

Arabic has a very rich inflectional system and is considered one of the richest
languages in terms of morphology (Habash et al, 2009). Arabic sentential forms are

divided into two types, nominal and verbal constructions (Farra et al. 2010). In the

! Internet world status (http://www.internetworldstats.com/stats7.htm.)
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verbal domain, Arabic has two word order patterns (i.e., Subject-Verb-Object and Verb-
Subject-Object). In the nominal domain, a normal pattern would consist of two
consecutive words, a noun (i.e., subject) then an adjective (subject descriptor).

Recently, several efforts have been proposed for subjectivity and sentiment analysis
for Arabic documents. Korayem et al. (2012) and Medhat et al. (2014) survey the
different techniques used for subjectivity and sentiment analysis for Arabic. The
sentiment analysis for Arabic texts was conducted by few researchers, may be due to the
scarcity of the available resources. So we need to know the availability of annotated
corpora and lexicons for training and testing to enable progress on sentiment
recognition systems. Collecting these data (and particularly the annotations) can be
very labor-intensive. Different corpora and lexicons used by many researchers will be

reviewed.

Definition (Corpora): is a collection of data sets (reviews) about specific topic
such as movies, sports, and politics. As the Penn Arabic Tree Bank (PATB) which
iIs an existing collection of newswire stories in different domains (e.g. sports,
politics, finance, etc.) and Opinion Corpus for Arabic (OCA) which is a corpus of

text from movie review sites (Rushdi-Saleh et al. 2011).

Definition (lexicon): is the vocabulary of language, or branch of knowledge that
assigns specific information to specific words or sentences as classifying the
adjectives polarity into positive, negative or neutral also for classifying the

sentences subjectivity into objective or subjective.

Abbasi et al. (2008) used a corpus of 1000 positive and 1000 negative movie
reviews to test their approach. They used Entropy Weighted Genetic Algorithms to
select language features for both Arabic and English. They used two types of features,
stylistic features and lexical features and achieved an accuracy rate of 91%. Rushdi-
Saleh et al. (2011) built an Opinion Corpus for Arabic (OCA) which contains 500
movie reviews, 250 of them considered as positive and other 250 as negative. They used
both Support Vector Machines and Naive Bayes classifiers, reporting 90% F-measure
on OCA using SVMs.

An Arabic Lexicon for Business Reviews was proposed by Elhawary and Elfeky

(2010). They built corpora of dataset collected from 2000 URLs. They used about
13
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1500 translated adjectives. As a starting of 600 positive words/phrases and more
than 900 negative words/phrases collected by manually looking at the corpora of the
reviews classifier training; and a seed list of almost 100 neutral words/phrases, collected
from the top frequent Arabic words/phrases used over the web. The researchers
performed the label propagation mechanism on an Arabic similarity graph ASG which
was the core of the Arabic lexicon. ASG consisted of two columns where the first
column was the word/phrase and the second column represented the score of the word
which was the sum of the scores of all edges connected to this node. The positive and
negative scores were normalized before adding them to compensate for the negative
skew (bias) in the scores. Finally, the scores were filtered by eliminating the scores
below some cutoff and the log is taken.

Lexicon-based opinion classifier proposed by El-Halees (2011) to define the
sentiment orientation of the whole document. They initially used the word list that
included in the SentiStrength software after translating it from English into Arabic to
build their lexicon classifier. They improved the list to be more applicable to Arabic
words and phrases by omitting some unrelated words, other common Arabic words and
some synonym words for the words in the online dictionary. After using the lexicon
classifier, they presented two other machine language approaches (Maximum entropy
and k-nearest). As lexicon based method was used to classify as much documents as
possible. The resultant classified documents were used as training set for maximum
entropy method which subsequently classified some other documents. Finally, k-
nearest method used the classified documents from lexicon based method and maximum

entropy as training set and classified the rest of the documents.

Lazhar and Yamina (2012) also used a lexicon for the adjectives with their polarity
(bag of sentiment words) as positive or negative to detect the semantic orientation of
the overall content of a text. They presented a domain dependent analyzer that
identified opinions for Arabic text using domain ontology. In their approach each
concept and each property is associated to a set of labels that correspond to their

semantics.

AWATIF is a multi-genre corpus for MSA presented by Abdul-Mageed and

Diab (2012) which used a collection of data sets from three different resources:
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PATB, Wikipedia user talk pages and conversation threads from web forums. They
also used a lexicon for the sentiment classification that was created manually by
defining the adjective's polarity.

Abdul-Mageed and Diab (2012) built their manually annotated corpus of Modern
Standard Arabic together with a new polarity lexicon by using a machine translation
procedure to translate the available English lexicons. Abdul-Mageed et al. (2014)
produced a domain-dependent supervised machine learning system for Arabic
Subjectivity Sentiment Analysis called SAMAR using the buckwalter Arabic
transliteration scheme that convert the Arabic letters into English letters as the way
in which a word is pronounced according to a database. They manually created a
lexicon of 3982 adjectives labeled with one of the following tags {positive, negative or
neutral}. Their results suggest that they need individualized solutions for each domain

and task, but that lemmatization is a feature in all the best approaches

Mourad and Darwish (2013) introduced a new tweet corpus for Subjectivity and
Sentiment Analysis SSA. They adopted a random graph walk approach to extend the
Arabic SSA lexicon using Arabic/English phrase tables, leading to improvements for
SSA on Arabic microblogs. They also used different features for subjectivity and
sentiment classification including stemming, part-of-speech tagging, as well as tweet
specific features.
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2.2. Aspect-Based Opinion Summarization

The sentiment analysis on the document and sentence levels hides many important
details about the object to be reviewed. To obtain more fine-grained sentiment analysis,
we need to delve into the aspect level. This idea leads to the Aspect-based Opinion
Mining whose basic task is to extract and summarize the reviewers opinions expressed

on aspects of the entities.

For example, in the sentence “I bought a Nikon camera yesterday, and its picture
quality is great,” the aspect-based opinion analysis system should identify that the
author expresses a positive opinion on the picture quality aspect for the entity Nikon

camera.

Aspect-Based Opinion Summarization is the process of obtaining a summary of the
entity ranked attributes/features with their sentiment orientations. The different

approaches used to identify the entity aspects are discussed in the following subsections.
2.2.1. Aspect Categories

The entity aspects are classified into two main categories; explicit and implicit (Su
et al. 2006). The explicit aspects are clearly appeared and can be extracted easily from
the text. On the other hand, the implicit aspects are not clearly appeared and hard to be
identified. The implicit aspects for a specific product are identified by assigning some
adjectives in a lexicon to a set of pre-defined product aspects in a polarity lexicon then
finding the relationship between those opinion words and the aspects. (Su et al. 2006)
proposed an automatic identification for implicit product aspects expressed in the

automobile reviews in the context of opinion question answering.

2.2.2. Aspect Extraction

There are three approaches used for extracting the explicit aspects. The first
approach is gathering the aspects that belong to a particular domain in a database then
matching the extracted aspects with the database (Liu, 2007; Lazhar and Yamina, 2012).
The second approach relies on extracting the nouns/noun phrases that have more
frequencies as a candidate features then pruning them (Hu and Liu, 2004; Liu et al.
2005; Popescu and Etzioni, 2007; Ghorashi et al. 2012).
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Liu et al. (2005) presented an Opinion Observer system that used to identify
product features from Pros and Cons in reviews of format (2). Also it gave a solution for
the comparison of consumer opinions of multiple (competing) products. They used a
supervised mining rule to generate language patterns to identify the features. They
extracted the nouns/noun phrases produced by NLProcesser as candidates for the
explicit features. For the implicit features, they used a list of candidate features with the

actual aspects.

(Popescu and Etzioni, 2007) presented an unsupervised system called OPINE to
mine the reviews. They built a model of important product features. When the entity is
known, a list of its explicit features and adjectives can be utilized to extract feature-
based opinions. They used WordNet's IS-A hierarchy to differentiate between the parts

and properties of the entity.

Similar to Liu work, Ghorashi et al. (2012) collects frequent nouns and noun
phrases as product features. However, they overcome different writing styles by
analyzing extracted phrases to produce patterns using frequent pattern mining algorithm
called H-Mine as shown in figure (2.1) then pruning these features using a minimum

support value of 1% to remove any redundant features.

Preprocessing

Removing stop words ~—
1

- r—_] Rewview
Stemming j L df’""b""“j )
POS Tagging
Frequent feature identification
Mining fequent pattems
- l - Pruning
I Compactness pruning
—
Potentizl {
pe 1
s [ Redundancy pruning
Frequemt
features

Figure 2.1: H-Mine framework (Ghorashi et al. 2012)
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Extracting product features can be done also by utilizing patterns (hybrid
dependency patterns) which are based on dependency relation between opinion terms
presented by opinion lexicon and product features presented by noun (Khan et al. 2014).
The hybrid pattern is a combination of four different patterns. The opinion lexicon is a
list of subjective adjectives that have positive or negative polarities. The process of

extracting the features is shown in figure (2.2).

Syntactic Labelling

Extract Evaluative <
Expressions

v

Select Features

Figure 2.2: Product Feature Extraction (Khan et al. 2014)

The third approach is relying on the use of an opinion word list, where the nearest
nouns/noun phrases are considered as the candidate aspects. Hu and Liu (2004)
presented an opinion mining system based on this idea as shown in figure (2.3). They
extracted all the nouns/noun phrases as frequent features then using these features to
extract the nearest adjectives as opinion words to expand the opinion word list. They
used a simple heuristic method. This method states that the sentences that had no
frequent features but had one or more opinion word will be examined to extract the
nearest nouns/noun phrases for the opinion words as infrequent features. This technique
had a problem that some nouns/noun phrases were irrelevant to the given product. But
the researchers neglected them since the infrequent features number was small
comparable to the frequent features number and they was obtained for completeness.

Definition (Frequent Features) are the hot features that most of the customers

expressed about in their opinions.

Definition (Infrequent Features) are the features that little people mentioned in
their reviews. These features may be useful for many customers and for the

manufacturer to develop its product.
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Figure 2.3: Feature-based opinion summarization system (Hu and Liu, 2004)

The idea of using the modifying relationship of opinion words and aspects to
extract aspects can be generalized to using dependency relation. Zhuang et al. (2006)
employed the dependency relation to extract aspect-opinion pairs from movie reviews.
After parsed by a dependency relation parser (e.g. MINIPARL), words in a sentence
were linked to each other by a certain dependency relation. Figure (2.4) shows the
dependency grammar graph of an example sentence, “This movie is not a masterpiece.”,
where “movie” and “masterpiece” had been labeled as aspect and opinion respectively,
a dependency relation template could be found as the sequence “NN - nsubj - VB - dobj
- NN”. Zhuang et al. (2006) first identified reliable dependency relation templates from
training data, and then used them to identify valid aspect-opinion pairs in test data.
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advmod

nsuby

movie

(NN)

Figure 2.4: The dependency grammar graph for the sentence “This movie is not a

masterpiece.” (Zhuang et al. 2006)

Some works was mixed between extracting the implicit features and the explicit
features (Liu et al. 2005; Popescu and Etzioni, 2007; Cruz et al. 2010; Ghorashi et al.
2012). Most of researches that published to define the implicit features used the
technique of constructing a matrix that concludes the co-occurrence between each
feature and words in the same sentence. Besides to a list contains all the implicit
features of a specific object. (Schouten and Frasincar, 2014) used a threshold score
which is defined first. After training analysis, they choose the most performing
threshold value to be used in the evaluation part. But (Zhang and Zhu, 2013) add
another matrix called the word modification matrix to define the implicit features.

2.2.3. Aspect Extraction for Arabic Text

There are little researches had been introduced in extracting the entities
attributes/features for Arabic text. Most of these efforts are concerned with extracting
the explicit features of the entities. One approach used knowledge representation models
to discover the different characteristics of a product or an object. Only the expressions
of opinions (adjectival and adverbial) were extracted, then a summary was produced to
show for each characteristic, the positive and the negative opinions and the total number
of these categories (Turney, 2002). The main limitation of this approach is the large
number of extracted features and a lack of organization.
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Another approach uses taxonomies to build a hierarchical organized list of features.
The taxonomy is a list of terms organized hierarchically through a sort of “is a kind of”.
Ontologies aimed to organize the features using elaborated representation models.
Unlike taxonomies, ontology is not restricted to a hierarchical relationship between
concepts, but can describe other types of paradigmatic relations such as synonymy, or

more complex relationships such as relations of composition or spatial relationships.

Figure (2.5) explains the architecture that presented by (Lazhar and Yamina, 2012).
The system defined an elementary discourse unit (EDU) as a clause contains at least an
elementary opinion unit (EOU) or a sequence of clauses that address a rhetorical
relation to a segment expressing an opinion. EOU was an explicit opinion expression

composed of an explicit noun, an adjective or a verb with its possible modifiers.

For each extracted EDU, the system:
e Extracted EOUs using an approach based on rules;
e Extracted the features that correspond to the process of terms extraction
using the domain ontology;
e Associating or linking, for each feature within the EDU, the set of opinion

expressions.

The authors proved that the use of ontologies improved the extraction of features
and facilitated the association between opinions expressions and opinionated features of
the object. Also, domain ontology is useful within its list of concepts which carry much
semantic data in the system. The use of ontology concepts labels can recognize terms
that refers to the same concepts and provides a hierarchy between these concepts. On
the other hand, ontology is useful to its list of properties between concepts that can
recognize the opinions expressed on the implicit features.
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Figure 2.5: EDU architecture (Lazhar and Yamina, 2012)

Table (2.1) summarizes the distinguishing efforts dealing with aspect extraction

and sentiment analysis according to the classification level, domain, learning, POS

tagging, feature extraction method, and sentiment analysis approaches.
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Table 2.1: An overview for the related works about aspect extraction and sentiment

orientation approaches for English reviews.
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Text Pre-Processing

3.1. Introduction

In Natural Language Processing (NLP), pre-processing aims to reduce the
complexity of the vocabulary of documents, and relates words that have the same
meaning. Pre-processing eliminates the punctuation, filters the function words and
normalizes morphological variants. Arabic is a very rich language in categorizing
words, and hence, numerous stemming techniques have been developed for
morphological analysis and POS tagging. Morphological analysis is an important phase
of the pre-processing of the input text. It affects the output performance because it
allows a search term to focus more on the meaning of a term and closely related terms

instead of specific character matches (El-Shishtawy and EI-Ghannam, 2012).

Root, stem and lemma are three different word analysis levels that are used in

information retrieval (IR) techniques. So we need to distinguish between these words;

Root: is the foundation of the Arabic word. Each Arabic word originated from
three-letters (trilateral) or four-letters (quadrilateral). Various vowels, prefixes and
suffixes are used with the root letters to create desired inflection of meaning. In this
thesis, we will assign X, y, z for the original tri-root. For example (_Sé - he thinks, xyz),
and (US& - Thinker, M xyz).

Stem: is the form after removing the affixes (prefixes and suffixes) from the word.
This process called stemming process which can result correct roots with some words.
But it fails when using to return the word from past tense form to its present tense form
as the word (s_» - see - Yxz : sl - saw - xyz). Also when getting the singular noun
form from the broken (irregular) plural nouns as the word (J\Sél - ideas - AXyAz : 3 S -
idea - xyzA).

Lemma: is the canonical form, or citation form of a set of words. It refers to the set
of all word forms that have the same meaning, and hence capture semantic similarities
between words. For nouns and adjectives, it is the singular indefinite form, and for

verbs, it is the perfective third person masculine singular form. For examples (d<x -

24



Chapter 3 : Text Pre-Processing

service - XyzA & <laaa - services - XyzAT) have the same lemma of (%«23), also the

two verbs (33l - takes - Yxyz & 2al - took - xyz) have the same root (1),

The problem of using the root as a standard representation level in IR systems is the
over-semantic classification. Many words have the same root, but don't have similar
semantic interpretations. Stemming and lemmatization shares the common purpose of
reducing words to an acceptable abstract form, suitable for NLP applications. But
stemming process suffers from under-semantic classification. It can't detect the syntactic

similarities between the singular noun and its broken plural form.

But lemmatization in NLP field refers to the process of relating a given textual item
to the actual lexical or grammatical morpheme (Dichy, 2001). So it is the best choice to

be the basic step in building our system of aspect-based opinion mining.
3.2. Arabic Lemmatizer

In our proposed system, we will make use of an existing accurate Arabic Root
Based Lemmatizer ARBL (El-Shishtawy and EI-Ghannam, 2012). The Lemmatizer
exploited Arabic language knowledge in terms of roots, patterns, affixes, and a set of
morpho-syntactic rules to generate accurate lemma form and its relevant morpho-
syntactic features that support information retrieval purposes. Morpho-syntactic features
are required also, to capture the important semantic senses of the language as expecting

the correct word category and verified it.

The lemmatizer consists of two phases: POS tagging phase and Lemma generation

phase that will be explained in the following subsections.
3.2.1. POS tagging

To generate more accurate word features including the POS tags, more information
about the word are needed to be collected. The lemmatizer produced a set of POS tags
for each word representing its class (noun, verb, adjective, preposition ...), gender
(male, female), count (single, plural), and tense (past, present). Also, it extracted the

word root, stem and pattern.
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ARBL based on the open source root-based stemmer of (khoja, 1999). This
stemmer removed the possible infixes from a word, found corresponding matched
pattern, and extracted the word root without POS tags. It uses a lexicon contains 3800
trilateral and 900 quad literal roots. Also, Khoja system recognized a list of 168 Arabic
stop words. It achieved high accuracy compared with Buckwalter Analyzer and Tri-
literal Root Extraction Algorithm (Sawalha and Atwell, 2008).

El-Ghanamm modified both the data and the basic algorithm flow that were
necessary to add Arabic knowledge. As using different knowledge resources of Arabic
language: prefixes, suffixes, patterns, and rules. Limited size auxiliary dictionaries were
used to augment morphological and syntactic rules in recognizing words, and resolving
their ambiguity. The dictionaries included only words that were expected to fail in
tagging by rules. In most cases, the ambiguity was due to the absence of the short
vowels in the electronic Arabic documents, or non templatic word stems (El-Shishtawy

and El-Ghannam, 2012). The algorithm outline is shown in figure 3.1.

For each word (WO) Do
Begin word_block
Search a word in proper noun dictionary
If exists POS = N, with features set, exit word_block.
Check the existence in closed set word dictionary
If found, POS = article with features set, exit word_block;..
For each affix -longest first- Do
Begin affix_block
If affix cannot be removed from W then exit affix_block;
Remove affix to extract the (W) form
Check if (W) matches a pattern (P) with root R
If (P) exists
Begin POS_block
Apply POS identification rules;
If rules failed POS =N;
Apply syntactic rules to detect Adjectives
End POS_block;
End affix_block;
End loop;
End word_block;
End loop

Figure 3.1: The outline of determining the POS tagging of ARBL
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The first stage of this algorithm started with the analysis of checking a closed set of
346 Arabic words that are categorized into 16 groups (e.g., prepositions, conjunctions,
adverbs, numerals, etc...). The basic flow of the algorithm starts by removing the
longest suffix and the longest prefix in turn. After every elimination process, the
algorithm checked a list of 69 patterns, if matched a pattern, the root is extracted and
verified by checking the list of 3829 tri-roots. The output of this stage is the suffix,
prefix, word pattern, and root.

The second stage was to tag POS of the word and to extract the corresponding
features. The features for nouns and adjectives were definite case, count, and gender.
POS tagging and word feature extraction were completed through many levels. The
following subsections describe each level.

3.2.1.1. Nouns and Verbs Identification

In Arabic language, some verbs or inflected nouns can have the same orthographic
form due to the absence of short vowels. For example (Verb: contributes sz, Noun:
stocks a¢~f). The lemmatizer tried to overcome this problem by the following rules:-

a) The word is categorized as a noun if it comes after one of the noun articles such as (
al — Il — 38— 2 ). Also, the word is categorized as a verb if it comes after
one of the verb articles such as (Lexie — 38— o} - ol WIS < ),

b) Applying some syntax rules. For example, one rule stated that if the previous word
was a verb, the current word couldn't be also a verb, since Arabic language did not

permit two successive verbs to exist.

c) Applying some morphological rules during stemming. For example, affixes were
categorized into three classes: affixes used by nouns only, affixes used by verbs

only, and those that were used by either nouns or verbs.
d) The fourth level was the pattern-level that illustrated in next subsection.
3.2.1.2. Pattern Identification

The collected information about words included word pattern. Arabic stem-patterns
have interesting semantic features that give rise to senses of words. For example,
syntactic patterns recognized a given word as being the agent of an action, the
instrument of that action, or the place at which the event occurs.
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In the lemmatizer, patterns played essential role in recognizing lexical word

category. Arabic patterns were classified into three classes:

e Verb Patterns: That used for verbs only.
e Noun Patterns: That used for nouns only.
e General Patterns: This might be used for verbs or nouns according to different

vocalization and not-written diacritics.
3.2.1.3. Adjectives Identification

Traditionally, Arabic does not include adjective as one of its main POS. An
adjective in Arabic is actually a noun that happens to describe something ( ¢ s>tesll
YA4¢), Adjectives take almost all the morphological forms of nouns. The word is
considered as an adjective, if it has the same count and gender with the previous word.

Also it followed the previous word as definite or indefinite.
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3.2.2. Lemma Generation

The second phase of the lemmatizer algorithm is generating the abstract lemma
form of the word that will be used in the process in the aspect extraction.

3.2.2.1. Verb lemma

Verb lemma is the perfective, singular verb form. In most cases, lemma was
extracted by removing prefixes and suffixes. For example, the word (%, YXxyz) has the
same form for both the root and lemma (<—3S, xyz). But in other cases, the word
(Us> i YSTxyzON) has the root form (z_, Xyz) and the lemma form (z_aiw),
ESTxyz).

3.2.2.2. Noun lemma

Lemma form of noun (or adjective) is the singular indefinite form. In Arabic, there
are two types of noun and adjective plural forms: regular plurals, and broken (irregular)

plurals.

Regular Plural: The lemma form of the masculine plural was generated simply by
removing suffixes "¢s" or "¢=" from the noun form. Lemma singular form of feminine
plural nouns had two cases; feminine or masculine single form. Feminine singular form

is generated by adding "3" to indicate its feminine nature (e.g. dmes / Shaaa),

Broken Plural nouns: Another issue with the lemma generation for nouns and
adjectives is broken plurals. There are about 27 pattern forms for the broken plural
(VA9 € s 2all), There exist many possibilities for the singular form for each pattern.
For example the broken plural pattern (J=8) of the broken plural words (<lsaa ¢ JiLu )
has two different patterns for the singular form (il=é ¢ 4lx8) in which the single word

forms (44=aa « 4l ) are generated.

The lemmatizer uses a dictionary to store only ambiguous cases, i.e., that had a lot
of probabilities for the singular form.
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3.3. Sentiment-Annotated Lexicon

To determine the sentiment orientation for the Arabic reviews, most researches
used a classified lexicon (seed list) that contained the words/adjectives that are usually
used to express opinions i.e. opinion words. This technique suffers from the problems of
lack of context and domain dependent. To overcome these problems, we proposed a
new approach which exploits lexical features and a lemma based analyzer annotated
with opinion tags at the root and pattern levels. This allows sentiment analysis to be

performed for generic domains beyond the limited coverage of existing ontologies.

In Arabic language, actually in all Semitic languages, a single root with associated
patterns can generate many lemma forms; with each has a different semantic meaning.
For example, the different patterns for the Arabic root (xyz, write "<—iS"), can generate
many words that have different semantic senses, such as (MxyzH, "4 ", "library"),
(XxAyz, "ds" "writer") and (xyAz, "8 ", "book™), originating from the same root.
Also, the word pattern provides a mean to infer if the given word is the agent of an
action, the instrument of the action, or the place at which the action occurs. Therefore,
Arabic word generation is a process of applying one pattern forming rule to a specific
root. Motivated by this computational behavior of Arabic language, the proposed
approach depends on annotating both roots and patterns with opinion tags, to allow the
system to extract sentiment carrying words, while keeping the dictionary in minimum
size. With an analogy to English language, the infinitive form 'success' carries a positive
orientation and so its derived words (successful, successfully, succeed, or succeeded).
Similarly, fail, failure or failed have the negative orientation effect.

3.3.1. Pattern-level Tags

In all existing Arabic lexicons, patterns are classified according to POS (Khoja,
1999). We extended the classification to include sentiment tags at the pattern level, as
added the forms of sentiment carrying patterns and comparator patterns in table (3.1).
With the assistance of two Arabic language specialists 39 patterns are tagged as pattern-

carrying opinion out of the available 69 patterns collected by the ARBL.
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Table 3.1: Syntactic and Sentiment Patterns

Sentiment
Pattern Pattern Pattern form Word Examples
R Class Examples
Classifications
- %-‘ n
Verb ENxyz "Jasil" at;[‘h;] tigﬁ}'/
n pOd ‘ll

Patterns ESTxyz "dasiu" |~ i " ynbend
PNai;Jet:ﬁls Noun MxyOz "dsxéa" | - 53 " written”

: Patterns EXTyAz "Juiél" | - ClaiS) " gain ™

Syntactic (30) X1yAz gai
CIaIsD:itftiecglion General XAyz "Jeld" - =l " poet "
(69) Patterns TxAyz "del& | - J& "meet”
S‘g‘;;:n?r?t a XYEZ " Jiad" - Jrex "beautiful"
Pattgrng MxyAz "Jlzia" | - jlies "excellent"
Sentiment XyOz "J 528" - J S "lazy™
(37)
Patterns —

(39) Comparator y - J-=dl " best or

Patterns Axyz "Jadl" better for boy"

@) XyzA "8 | - Lad " best or

better for girl "

3.3.2. Root-level Tags

The root is the origin of all derivative words in the Arabic language. The number of
the tri-roots in ARBL is about 3829 roots. The role of each root in sentiment is studied
carefully and polarity information is added for these roots to improve the process of
determining the sentiment orientation. If all the words derived from a root have a

common orientation, then the root could be annotated as sentiment root ( «_<e _lsa
YO,

One common problem for lexicon-based approach is the context-dependent
sentiment word, i.e., the different sentiment orientation in different domains. For
example, the word "big, ,«S" has positive orientation in hotel domain, while has
negative orientation in technology domain. Tagging at the root level adds a second
source of uncertainty, because the same root can generate different orientation words
with different patterns. For example, the root (xyx, "<si") can be positive if it has a
form (MxTyz, "different”, "<li34"), while it has a negative orientation, if it takes the
form (MTxyz, "lagging", "<la3"). In our work, we tagged these roots as uncertain roots

either due to context dependent or different patterns sentiments.
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In our work, 213 roots? are manually marked as positive, 260 roots as negative, and
107 as uncertain oriented roots, out of 3829 roots recognized by ARBL. Examples of

these roots are shown in table (3.2).

Table 3.2: Examples for positive, negative and uncertain roots

Positive Negative Uncertain

(213) (260) (107)
Example: Example: Example:
Kind "Ll damage "<ti" | old "a"
succeed "z harm "elu" big " _s"
surprise " (2" | poison "ees cold "a"
satisfy "' o )" poor "J " long "Jsk"
.etc | . etc ...etc

The uncertain roots are categorized into two types as the root that has most
common positive orientation will be uncertain positive root and the root that has most

common negative orientation will be uncertain negative root.

Table (3.3) summarizes the inter-annotator agreement during the lexicon annotation
process. We have adopted only the common roots between the two experts and added

the roots they differed to the uncertain roots.

Table 3.3: Inter-annotator agreement during the lexicon annotation process

No of No of No of
positive | negative | uncertain
roots roots roots
| st Expert 260 303 124
2 nd Expert 225 265 130
common 213 260 107
Roots

Some words are written in Arabic language as introductory words such as
(clearly: 4assl & briefly: Jb=isl ). These words should be excluded from the list of

candidate aspects and so their roots. We tagged about 70 roots as Excluded roots’.

2 More positive, negative and uncertain roots are found in appendix (A).
3 A list of Excluded roots can be found in appendix (A).
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3.3.3. Negation

Negation is an important parameter that affects the sentiment meaning. Negation
words like (no, not, none, nobody, never, without, and nothing). They represent the
opposite indication of the extracted sentiment. For example the expression "Service is
not good™ has the opposite attitude of the expression "Service is good". In Arabic, about

12 words* are tagged as negation words.
3.3.4. Intensification

Intensifier has another important effect on the sentiment meaning of the text
(Taboada et al. 2011). It can strengthen or weaken the sentiment meaning by using
some neighboring adverbs like (s : very, (&l : absolutely, 3.5 : slightly... etc) (Beamer
et al. 2007). In Arabic, there are similar adverbs strengthen the sentiment as positive or

negative. In Arabic, about 27 words® are used as sentiment intensifiers.

4 Arabic negation words are found in appendix (A).

5 Samples of the intensifiers are found in appendix (A).
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Chapter 4
Aspect-Based Opinion Mining

The proposed approach for the aspect-based opinion mining summarization topic is
divided into three main tasks: 1) Identifying the opinion-carrying words using sentiment
analysis, 2) Extracting the detailed entity aspects and their attitudes by making use of
the detected opinion words, 3) Determining the orientation of the whole text by
aggregating the orientation values for the opinion-carrying words. Figure (4.1) shows

the overview for the proposed approach.

Word Level Analysis

Documents
POS Lemm? Sentiment
Tagging || Generation <: Patterns,
Lemmatizer | | Roots,

Adverbs.

!

Opinion Carrying
:> Words Identification

Roots
Patterns
StopWords

W

Sentence Level

Document Level

Analysis Sentiment Analysis
( E ' ) d N
xtracting .
Detectin
Summary of Candidate Aspects. ol ationg
Aspects b /€ g

u \. J

e ~ 4 N
Aggregating Detecting
Lemma Form Intensification

o vy . S

with their
orientation

Figure 4.1: The Proposed System Overview

The achievement of these tasks requires the analysis on the three levels as follows:

1- Word-level analysis to extract syntactic, lexical and opinion tags.
2- Sentence-level sentiment analysis to detect negation and intensification.

3- Document-level analysis to extract the aspects with their SO.
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4.1. Word-Level Analysis

In this phase, all words are analyzed to extract their basic features that were

augmented by ARBL provides the following information:

1) Syntactic information: POS tags (noun, verb, adjective, preposition...), Gender
(male, female) and Count (single, plural).

2) Lexical Information: The word root, pattern, and its lemma form.

Part-of-speech (POS) information is commonly exploited in sentiment analysis and
opinion mining. It helps in defining the opinion-carrying words as well as its polarity.
Also it is used for extracting the nouns that will be considered as the aspects of the
entities. Using the lemma form will serve in capturing all semantic features of the word

and preventing occurrence of data redundancy.
4.1.1. Opinion-Carrying Words

Instead of using opinion word lists to detect the sentiment orientation, we proposed
the sentiment annotated lexicon that has sentiment tags (polarity and strength) at the
root and the pattern levels. In this approach, the word is considered as opinion-carrying

or opinion tag if it meets the following two conditions:

1) Its pattern matches one of the orientation patterns, and
2) Its root matches one of the positive, negative or uncertain roots.

The pseudo code of the algorithm that explains these conditions is shown in figure
(4.2). The algorithm starts by examining the pattern of each word. If the pattern belongs
to one of the orientation patterns, it will check its root. If the root is one of the sentiment
roots (positive, negative, uncertain positive or uncertain negative), it will consider this
word as an opinion-carrying word and will be used in the next phase of extracting the
aspects of the entities. Also the algorithm determines the polarity value for each

opinion-carrying word.
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1.
2
3
4.
S.
6
7
8
9

For each word do

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

Check the orient-pattern (if_exist)
Check certain positive roots (if_exist)
Check the strength of pattern (sentiment / comparator)
Assign positive value w.r.t pattern strength.
Assign a certain value equal 1.
Else check certain negative roots (if_exist)
Check the strength of pattern (sentiment / comparator)
Assign negative value w.r.t pattern strength.
Assign a certain value equal 1.
Else check uncertain positive roots (if_exist)
Check the strength of pattern (sentiment / comparator)
Assign positive value w.r.t pattern strength.
Assign an uncertain value equal 0.5.
Else check uncertain negative roots (if_exist)
Check the strength of pattern (sentiment / comparator)
Assign negative value w.r.t pattern strength.
Assign an uncertain value equal 0.5.
Else it is a neutral word.
Else it is a neutral word.

Figure 4.2: The outline algorithm for detecting the opinion-carrying words.

4.1.2. Polarity Value

Several lexicon based approaches have expressed the semantic orientation as a

numerical value range to express the word's strength, (Wiebe et al. 1999; Hu and Liu
2004; Kim and Hovy 2006; Taboada et al. 2011). In our work, we followed another

approach, where all opinion-carrying words are handled as 'like' or 'dislike' binary

opinions, whatever is the strength of vocabulary used in the review. This gives more

importance to the number of reviewers who liked (or disliked) an entity (or aspect)

rather than their use of strong synonym words. The assumption of equal opinion

weights is proposed for the following reasons:

)

In spite of previous efforts of building and ranking dictionary words - for
example giving the sentiment word “love™ a stronger weighting than the word
"like". A criticism still raised that the dictionaries are unreliable, as they are
either built automatically or hand-ranked by humans (Andreevskaia and Bergler
2008).

36



Chapter 4 : Aspect-Based Opinion Mining

(2) The overall sentiment result may be misleading. As an example adapted from
Taboada et al. (2011), the opinion of one reviewer who used the word
'masterpiece’ (ranked +5), will dominate the opinions of four other reviewers

used the word ‘delay’ (ranked -1).

(3) Reviewers were not have the chance to choose specific opinion word from a
closed terms arranged by strength from highly positive to highly negative.
Therefore, reviewers - in most cases - express opinions based on their culture

background and mode.

Following the assumption of "prior polarity” of words, (Osgood et al. 1957), we
assigned each root a context-independent semantic orientation. The orientation is
manually tagged and expressed as a numerical value (+1, -1) for positive or negative
orientation, respectively. Also, the comparator patterns (e.g., words 'smaller’, 'smallest’)
takes the value to +2 or -2 according to the root polarity and will be used to amplify the
polarity value of the corresponding sentiment carrying word. Thus, the result of the
sentiment analysis at the word level is a list of opinion carrying words with polarity

values range from +2 for strong positive to -2 for strong negative.

For example, the word (beautiful, Jw2), has a positive orientation with value (+1)
due to a positive root (Je>, xyz) and its sentiment-carrying pattern (J=8 xyEz).
Similarly, the word (Ugliest, &) has a negative orientation with value (-2) due to the

negative root (a&, xyz) and the comparator pattern (J=8, Axyz).

For adjacent opinion-carrying words in the same sentence, a special criterion is
used for handling this point. As adding the orientation value for the current and the
previous opinion-carrying word. This criterion is shown in the following algorithm in
figure (4.3).

1. If the current word is an opinion-carrying word

2 Check the previous orientation word

3. If its sentiment orientation is (positive/negative)

4 Restore the orientation value for the previous word.

5 Add the current orientation value to the previous value.

Figure 4.3: The criterion for detecting adjacent opinion-carrying words.
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For the uncertain roots that have double sentiment orientation according to different
patterns or different domains, a certainty value is assigned for them. Each opinion-
carrying word is assigned a certainty value (1 or 0.5) according to its root as shown in
figure (4.2) in lines (6, 10, 14, and 18). Certainty value is set to 0.5, if the word root
matches one of the uncertain roots; else it is set to 1. It is important to note that
uncertain roots do not affect aspect extraction, as both positive and negative roots are

used to locate aspects.
4.2. Sentence-Level Sentiment Analysis

The purpose of sentence level analysis is to detect the word intensification (e.g.
very good) and negation (e.g., not good). In Arabic, both of intensification and negation
are long-distance phenomenon, and therefore should be detected at the sentence level. In
this work, we first compute the strength and orientation independently at the word level,
and then applying the detecting algorithms to update the opinion value and/or polarity
of the opinion carrying word.

4.2.1. Detecting Intensification

Intensifier parameter assesses the semantic of a word, using some neighboring
adverbs like (very, extremely, absolutely, etc...) (Benamara et al. 2007). The effect of
intensifier words is to increase the value by (1) in its polarity direction as shown in
figure (4.4). When the program detects one of the intensifier words that mentioned in
section (3.3.4), it checks the previous word. If this word is an opinion carrying word and
has positive orientation, it adds (1) to the saved orientation value and vice versa. For
example the total weight for the sentence "The efficiency of this phone is very good." is
equal to (+2) due to the polarity value of positive root and pattern of the word "good"

plus the value of the intensifier word "very".

1. If the current word belongs to the adverbs closet set
2. Check the previous orientation word

3 If its sentiment orientation is (positive)

4. Increase the last orientation value by 1.
5 If its sentiment orientation is (negative)

6 Decrease the last orientation value by 1.

Figure 4.4: The criterion for handling the intensifier effect
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4.2.2. Detecting Negation

Negation is an important parameter that affects the orientation for the detected
opinion carrying words. In most cases, negation reverses the word orientation. Usually
in MSA writing style, negation precedes opinion words. Therefore, starting from the
opinion-carrying word, the system scans for the existence of negation word in backward
direction within the sentence. Once a negation word is detected, both of the opinion tag
orientation and value are reversed. For example the expression "Service is not good" has

the opposite orientation of the expression "Service is good".

At the end of this phase, the orientation type, score, and certainty value of each
sentence containing opinion-carrying words are determined. Table (4.1) shows an
example of the output of a sentence " This hotel is very nice; s ikl 3l 138" after this

level of analysis.

Table 4.1: The sentiment orientation analysis for the sentence " /s cddaf gl /ia™

Word 124 sl Calal las
Lemma 138 (32 Calal las
No_Char 3 6 4 3
Suffix
Prefix Jd
Pattern Jamd
Root akl
Intensifier
Type 3l ol ol (i1
Count 2 jha 2 da
Gender A A
Orient_type Pos
Orient_value 1
Certain_value 1
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4.3. Document-Level Analysis

Analysis on the word and sentence levels provides an overall opinion of the general
discussed entity. The text can be given a single scale combining sentiment polarity and
strength of all sentiment words. However, this does not provide the required
comprehensive level at the aspect level. In a typical review text, people express their
opinion about an entity or product by discussing both positive and negative aspects of
the entity. This level of detailed analysis is quite useful for many real life applications
that need feedbacks from consumers to improve their products. This leads to the

importance of extracting the object features with their polarity.

Subsequent work on subjectivity detection revealed a high correlation between the
presence of adjectives and sentence subjectivity (Hatzivassiloglou and Wiebe, 2000).
This finding has been taken as evidence that certain adjectives are good indicators of
sentiment, and can be used to guide the feature selection process for sentiment
classification. As we intend to extract automatically domain independent aspects or
features, the proposed approach does not exploit predefined set of features, nor domain
ontology hierarchy. Instead, the identified opinion-carrying words are used for

extracting entity level aspects and their orientations.

The presented system analyzes sentences to extract all target noun phrases as
candidate aspects. The second step is to aggregate the candidates based on their lemma-
form frequencies after removing entity names. The sentiment weight and attitude is then
calculated for each aspect and the general entity. In this section, we mainly focus on the

two mining tasks:

1- Extracting target noun phrases as candidate aspects.

2- Aggregating lemma-based candidate aspects.
4.3.1. Extracting candidate aspects

Each opinion-carrying word has a target aspect or entity, and the problem is how to
locate these aspects. By analyzing sample reviews, we have identified repeated patterns
of word categories representing aspects or features. These patterns are found in two

directions; backward and forward. It is important to note that the search direction is
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language dependent. In Arabic language, the search direction is forward when the
category of the opinion-carrying word is verb; else it is backward for all other POS

opinions.

4.3.1.1. Backward Direction

To extract the target noun phrases, we used a method based on a set of syntactic
rules to determine the allowed sequence of words of n-gram terms according to their
POS tags (El-Shishtawy and Al-Sammak, 2012). For example, candidate aspect can
start only with some sort of nouns; the candidate aspect can end with noun phrase.
Table (4.2) shows a sample of the allowed syntactic patterns to extract the target noun

phrases. The abbreviation symbols of the following table are found in Appendix (B).

Table 4.2: Examples of syntactic patterns for detecting candidate aspects

Syntactic Pattern Extracted Aspect Example
NN+DTNN2+Prep+DTNN1+Particle NN + DTNN2 O el 8 AL 7 i g
Prep + DTNNZ2 + Particle + DTNN1 DTNN1 | ... Cad) culS Al 4
Prep + DTNN1 + Particle + NN NN | dadd CuilS daaall 4
Prep + DTNN2 + DTNN1 DTNN1 | ... B jlaall a8 11 &
Prep + DTNN2 + NN2 + NN1 NN2 + NN1 | ... (e padia ol
NN + DTNN2 + Prep + DTNN1 NN+DTNN2 | ... Gl 8 i al) daad
DTNNL1 + Particle DTNN1I | ... CilS Bplay)
DTNN2 + Prep + DTNN1 DTNN2 | ... dadll 83 )
DTNNL1 + Prep + NN NN | Q254 A anladll
NN + DTNN1 NN+DTNN1I | ... ) dd s,
DTNN1 DTNN1I | ... Al gl
NN NN il

When the algorithm detects an opinion-carrying word as described in section

(4.1.1), it goes backward to extract the target noun as the candidate aspect for the entity
according to the syntactic sentence patterns in table (4.2). When the sentence is located,
its corresponding target candidate aspect is extracted - as shown in the second column
of table (4.2). In Arabic example the bold words represents the extracted aspects in each

pattern and the doted points represents the place of the opinion-carrying words.

The pseudo code for extracting the aspects according to the syntactic rules is
displayed in figure (4.5).
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1. For each opinion carrying word found

2. Check the orientation type (positive/negative)
3 Loop backward until word_no=0:

4 Check the POS word

5. If a negation word

6 Opposite the orientation

7 Go backward (word_no --)

8 If the root belongs to the Excluded Roots
9 Go backward (word_no --)

10. If a preposition

11. If(word_no!=0)

12. Remove the feature value ( feature="")
13. Go backward (word_no --)

14. End if

15. If any POS tag unless noun

16. Go backward (word_no --)

17. If a noun

18. Update the feature score

19. Go backward (word_no --)

20. End if

21. Endloop

22. Save the feature with its orientation type and score
23. End for

Figure 4.5: The outline of extracting the entity aspects for the backward direction

The system examines the POS type for the current word; if it is not a noun, it will
ignore this word and go backward searching for the nearest noun. An exception for the
intended nouns is the introductory words such as (clearly: 4&sll & briefly: Jb=isl ). If the
existing noun has a root belonging to one of the Excluded Roots, described in section
(3.3.2), it will be ignored by the system.

The aspect sentiment orientation is determined according to the corresponding
opinion-carrying word. If the opinion-carrying word has a positive sentiment
orientation, the aspect will also have a positive sentiment orientation. Also, the score of
the aspect will be determined by the opinion carrying word value plus the intensifier
value according to the polarity. The output of this algorithm is a list of candidate aspects
with their orientation type, score and certainty value. For example, the candidate aspect

( room service "4 & da2a'| Pos, +1, 1).

4.3.1.2. Forward Direction

The fact that adjectives and nouns are good predictors of a sentence being

subjective does not, however, imply that other POS do not contribute to express opinion
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or sentiment. Verbs like “love, <= or "recommend, 3" can be used as strong
indicators for the sentiment orientation (Riloff et al. 2003). So we tagged about 52
positive and negative roots® used as opinion-carrying words but in the forward direction.
For example (loved "<wal", recommend "—=5") have positive orientation and (lacks
" e suffers " S=") have negative orientation. The algorithm for defining the aspects

in forward direction is shown in figure (4.6).

In the backward direction, the algorithm searches for all nouns till the start of the
sentence. But in this direction, the search will go forward within the next three words
only. Since the most extracted aspects doesn't exceed three words. If the algorithm finds
a negation word, the orientation will be reversed. Also the orientation score will be
increased or decreased, if an intensifier is found. The nouns that have roots belonging to
the Excluded roots will be eliminated. The extracted aspect is assigned by the same

sentiment (type and score) and certainty value as its base opinion carrying word.

1. For each opinion-carrying word found

2 Check the type of the orientation (positive/negative)

3 Check the POS of the next 3 words only

4, If a negation word

5 Opposite the orientation type

6 If an intensifier

7 Increase/decrease the orientation value w.r.t SO of root
8 If the root belongs to the Excluded roots

9. Eliminate it

10. If a noun

11. Update the feature

12. End if

13. Save the feature with the orientation type and score.
14. End for

Figure 4.6: The outline of extracting the entity aspects for the forward direction
4.3.2. Aggregating lemma-based candidate aspects

The purpose of this task is to group similar candidate aspects and compute their
sentiment and certainty scores. Two main problems face the process of aggregating
candidate aspects. The first problem is that the same aspect can be represented in
different lexical forms in different reviews (e.g.' 48,all 4aaa’, 's 3l Sleas ), The second

problem is the presence of the entity name inside some of the candidate aspects which

¢ Samples of the positive and negative roots for forward direction are shown in Appendix (A).
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leads to the existence of extra different forms of the same aspects. For example, 'hotel

team work' and 'team work' refers to the same aspect ‘team work' in the hotel reviews.

To overcome the first problem, we represent the aspect words with their canonical
lemma forms. For nouns and adjectives, lemma represents the abstract form of the
words that have the same meaning, and hence capture semantic similarities between
words. For verbs, it is perfective third person masculine singular form. The lemma form
Is proved to be the smallest form that captures all semantic features of the word.
Lemmatization transforms the inflected word form to its dictionary lemma look-up
form. For example, an aspect in the hotel domain can take different lexical forms as
shown in table (4.3).

Table 4.3: Different lexical forms reduced to one lemma form

Different lexical Forms One Lemma Form
s el calaasl)
44 jall daad ae s
i e dad
o all Gland
4zl deasl)

To overcome the second problem, we adopted a simple assumption that the 'entity
name' usually has the highest frequency in the review text. Therefore, all single and
compound noun terms are counted, and the highest frequency term is removed from all

extracted candidate aspects.

The sentiment score of the lemma-based aspect is represented by the sum of
sentiment scores of all different lexical forms of the aspect. The certainty factor of each
lemma-based aspect is the average of all certainty scores of the different lexical forms
of the aspect. Thus, the aggregation process outputs the non-repeated aspects along with
their total sentiment scores, and average certainty values (e.g. room service '4é & deas’|
+4, 0.75).
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Experiments and Results

In this chapter, the testing datasets that used to experiment the proposed approach
will be clarified along with the evaluation metrics used to measure the accuracy of the
proposed algorithm. The experiments will be carried out in two levels; the first level is
on the entity-level as determining the whole document orientation and the second one is

on the aspect-level that is concerned with the aspect extraction process.
5.1. Dataset Description

One of the major limitations for Arabic research is the lack of adequate resources
that could help in testing the system to get good evaluation for the system performance.
The intended dataset is generic customer's reviews about any topic, product, object or
company. Most of the existing datasets for reviewing objects are written in English

Language and very little is written in Arabic.

We used two types of datasets to evaluate the performance of the proposed
approach. The first dataset contains 500 movie reviews collected from different web
pages and blogs in Arabic, 250 of them considered as positive reviews, and the other
250 as negative opinions. To our best knowledge, this is the only Arabic dataset
available to the scientific community that can be used for sentiment analysis’ and is
called "Opinion Corpus for Arabic" OCA (Rushdi-Saleh et al. 2011).

In order to evaluate the performance of the proposed approach, Arabic reviews
from different domains must be used. The second dataset contains 200 Arabic reviews
in four different domains: hotels, novels, products, and football game events. The
source of the dataset includes comments from different websites (e.g.
tripadvisor.com.eg, goodreads.com, unlimit-tech.com, android4ar.com and Al-
ahly.com). The dataset is made available for researchers in Arabic sentiment analysis®.

Table (5.1) summarizes the testing datasets.

7 http://sinai.ujaen.es/oca-corpus-en/

8 https://www.scribd.com/eng.shismail
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Table 5.1: The testing datasets

Dataset | Domain No. of No. of Avg. Avg.
Entities Reviews | Token/Review | Sentence/Review

OCA Movies 15 500 431 16
Hotels 3 75 65 11

Our

Dataset Novels 3 46 96 13
Products 3 58 47 7
Events 3 21 104 12

5.2. Experiments

Two experiments were carried out to test the performance of the proposed system.
The first experiment aimed to measure the efficiency of the proposed system at the
entity level in different domains. This experiment is carried out using the two datasets.
The results of applying our algorithm, using the first dataset, are compared with the
results obtained by the author of the dataset.

The second experiment evaluates the efficiency of extracting the entities' aspects. In
this experiment the results obtained by the system were compared to those extracted by
human experts. Two domain-oriented human judges are asked to determine the proper
aspects of each object reviews along with their polarities as shown in the form found in
Appendix (C). The selected aspects and scores were automatically processed to ensure
that there are no redundant aspects extracted for the same entity in different reviews.
The processing includes lemma form generation, aggregating similar aspects, and
computing sentiment scores for each aspect.

A sample output of the extracted aspects by one of the human judge with their

orientation score is shown in table (5.2).
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Table 5.2: Sample of the extracted aspects by a human judge

Aspects | Positive No | Negative No | Orientation score | Sentiment Orientation

dead 3 0 7 Positive

&8 5 S 0 8 Positive

plos 0 1 -2 Negative
dalu

das 2 0 3 Positive

— e 5 0 6 Positive

Al 1 1 0 Neutral

5.3. Evaluation Measures

Many measures of retrieval effectiveness have been proposed. In this work,
Precision (P), Recall (R), F-measure, and accuracy metrics are used to evaluate the
performance of the proposed system for aspect extraction. Precision is an estimate of the
probability that a given model identifies an aspect as relevant to a user’s aspects (How
many selected aspects are relevant?). Recall is an estimate of the probability that, if an
aspect is relevant to a user’s aspects, then a given model will classify it as relevant

(How many relevant aspects are selected?). Both recall and precision take on values

between 0 and 1.

ﬁelevant Aspects
- Not Retrieved

Relevant Aspects - Retrieved y

Irrelevant Aspects -
Retrieved

.\

Figure 5.1: Precision and Recall Description
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Using the description shown in figure 5.1, precision (P) and recall (R) are given by

the following equations.

P=Y/Z (5.1)
R = Y/X (5.2)

Where:  X: aspects (or opinions) identified by experts.
Y: Intersection of aspects identified by both of the system and expert.

Z: aspects (or opinions) identified by the system.

In many cases, it is important to evaluate precision and recall in conjunction,
because it is easy to optimize either one separately. The two measures are integrated
together in what is called F-Measure. The F-Measure consists of a weighted
combination of precision and recall which is sometimes called harmonic mean (Mehlitz
et al. 2007). The general form of F-Measure is given by equation (5.3).

F — measure = M (5.3)
a“*P+R

Where a is a weighting factor that determines the relative importance of precision
and recall (Hripcsak and Rothschild, 2005). However, in most experiments, there is no
particular reason to favor precision or recall, so most researchers use a balanced

weighting measure between precision and recall with o=1 as shown in equation (5.4).

2«precision*recall

F — measure = (5.4)

precision+recall

Accuracy is a measure used to evaluate the percentage of agreement between the
output of the proposed system and the output of the domain expert at the entity-level. It
is computed by dividing the number of agreed documents by the total number of

documents as shown in equation (5.5)

No of true orientation documents

Accuracy = (5.5)

Total No of documents
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5.4. Experiment 1: Evaluating Aspect Extraction

In this experiment the aspects extracted by the system are compared with aspects

defined by two human experts. The common aspects between experts are taken as the

reference aspects of the entity. Table (5.3) shows the extracted aspects by the system,

experts and the common aspects between them for an event reviews.

Table 5.3: The extracted aspects by both the system and the expert for an event

System Common Expert System
Number A)s/pects Expert Aspects Aspects OrienF;ation Origntation
1 B 5l 5l Pos Pos
2 Ge A Al AplSa) | (5 8 48 A a8 Al AlS) Neg Neg
3 Sl ) il 3l il 3l Pos Pos
4 Ay Ry Ry Neut Neut
5 el i Gal | eV s el el i e Pos Pos
6 — pSad e Neg Neg
7 Jlus Jlus Jlus Neg Neg
8 Jalas Jalas Jalas Pos Pos
9 D5ga> Dsgax BEYRCS Pos Pos
10 e ol 2 Ol Pos Pos
11 oS oS oSa Neg Neg
12 B lgs pslen B lgs pslen 5 lge (ples Pos Pos
13 £l a4 pa &l a4 pa ¢l a4 pa Pos Neut
14 il 3l 39 58 cllle Sl 35 58 el ) 3, 8 Neut Neut
15 BE BE Y. Pos Pos
16 ey ey e Neg Neg
17 glay ey gls eV gl eV Pos Pos
18 3 e 8l 8l ol Neg Neg
19 b 2ene e 2ene s 2ana Pos Neg
20 S S S Neg Neg
21 e “”T: el ‘“ML: P ‘“Jt: Pos Pos
BE BE B
22 B0 e S | (B ens S e | B e (6 e Pos Pos
23 § Sl S S S S Neg Neg
24 ddlia dndlia dudlia Neg Neg
o5 | desbiee] Olelesliies | olele i e Pos Pos
A n A A n A A A

26 e 31 gals e HI (gl llle 31 (gl Pos Pos
27 o RYY AT Neg Neg
28 <l adass

29 S8 al s
30 ol 23l CA O 2
31 GA
32 i
33 i
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From table (5.3), it is clear that the common aspects are 27 aspects out of 30
aspects by experts and 33 aspects by system. The left and down highlight words are the
aspects that are not common. This experiment is applied to the whole documents of the

testing dataset (4 domains) and the total number of extracted aspects by the system,

experts, and the common aspects between them are shown in table (5.4).

Table 5.4: Number of the extracted aspects by system, experts, and the common

Diix:ﬁ\évn t System (2) Experts (X) Common Aspects (Y)
Hotell 62 56 53
Hotel2 62 60 55
Hotel3 62 58 51
Novell 58 58 51
Novel2 42 37 34
Novel3 47 46 41
Laptop 53 53 46
Phone 43 43 38

Windows 8 36 35 30
Event 1 34 35 30
Event 2 24 23 20
Event 3 33 30 27

Table (5.5) shows the precision, recall and f-measure of the extracted aspects by the system

and the experts.

Table 5.5: Precision, Recall and F-measure of extracted aspects

Category Precision Recall F- Measure
Hotell 0.855 0.946 0.898
Hotel2 0.887 0.916 0.901
Hotel3 0.850 0.879 0.865

Average Hotel 0.864 0.914 0.888
Novell 0.879 0.879 0.879
Novel2 0.810 0.919 0.861
Novel3 0.872 0.891 0.881

Average Novel 0.854 0.896 0.874
Laptop 0.868 0.868 0.868
Phone 0.884 0.884 0.884

Windows 8 0.833 0.857 0.845
Average Product 0.862 0.870 0.866
Eventl 0.882 0.857 0.869
Event2 0.833 0.869 0.851
Event3 0.818 0.900 0.857
Average Event 0.844 0.875 0.859
Total Average 0.856 0.889 0.872
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Table (5.5) shows the average recall of the system that ranges from 85% to 91%
for the four domains (hotels, novels, products and events). The average precision of the
system ranges from 81% to 88% for the same domains. The results show that the recall
values are higher than the precision because the number of extracted aspects by the
system is higher than that extracted by the experts. The precision and recall values for
the product and event reviews (football games) are slightly lower than other domains
due to the difficulty of extracting the event aspects. This difficulty comes from the fact
that the event may contain many actors upon which the reviewer can comment about
their aspects such as the players, referee, audience (fans), and the environment in the
football game events. Also, the product reviews contain more uncertain opinion words
like (J «ass ¢ ya ¢ 1S), The results show comparable accuracy values for extracting
entities' aspects from reviews in different domains with an average precision 85% and

average recall 89%.
5.5. Experiment 2: Evaluating opinions

The objective of this experiment is to measure the efficiency of the proposed
system at the entity level in different domains. The first part of the experiment concerns
applying our algorithm on the first dataset (OCA) which includes 500 movie reviews’
(250 positive and 250 negative). The precision, recall and accuracy are computed and
compared to the corresponding values obtained by Pang et al. (2002) and Rushdi-Saleh

et al. (2011) using the same dataset. Table (5.6) shows the results of this comparison.

Table 5.6: The testing results compared to Pang & OCA

Precision Recall Accuracy
Pang 0.8619 0.8450 0.8535
OCA 0.8738 0.9520 0.9060
Our approach 0.9528 0.9680 0.9600

Although OCA system has been trained by using data in the same domain, its
accuracy does not exceed 90%, while it reached 96% using our proposed system. This

proves that the use of our sentiment annotated lexicon and aspect extraction algorithm

° A sample of positive and negative orientation of Movie Reviews is shown in Appendix (D).
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outperforms the use of domain-oriented corpus and machine learning algorithms (SVM,
NB).

Then we applied our algorithm on the second dataset, which is a collection of
Arabic reviews about entities in different domains. In this experiment we compare the
opinion orientations obtained by our proposed system with that obtained by two human
experts. We compute the percentage of agreement between aspects extracted by the
proposed system and aspects extracted by the two experts using equation (5.6).

Number of matched aspects ( 6)

Percentage of agreement =
g f 9 Number of common aspects bw judge & system

The entity aspects shown in table (5.3) declare that most of the extracted aspects
have the same orientation except two aspects only (highlighted in the right side). So the
accuracy of this entity is 25/27 (92.6%). Table (5.7) displays the percentages of opinion
agreement between the aspects identified by the experts and the system for all entities

with the average of each domain.

Table 5.7: Percentage of orientation agreement at entity level

System System Average
Domain Entity VS. VS. Agreement
Expertl Expert2 | per Domain
(%) (%)
Hotell 96.2 93.6
Hotel Hotel2 95.4 92.4 93.7%
Hotel3 94.1 90.5
Novel Novell 90.2 88.4
Novel2 88.2 86.5 89.35%
Novel3 92.7 90.1
Laptop 84.8 83.2
Product Phone 97.3 93.7 90%
Windows 8 91.4 89.6
Event Eventl 90.0 87.9
Event2 95.0 92.3 91.38%
Event3 92.6 90.5
Total Average 91.10%

The results show high degrees of agreement with experts ranges from 89% in
Novel domain to 93% in hotel domain with an average agreement 91%. The high

accuracy rates of the current work promotes the proposed methodology using the
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sentiment annotated lexicon instead of exploiting predefined lists of opinion words or
entity features which is domain dependent. Also, our adopted assumption of equal
opinion weights (like or dislike) gives better results than using different weights for
strong and weak opinion word synonyms. This assumption reduced the impact of some
negation errors as (“the service is not excellent™) which needs special treatment to avoid
reversing the polarity. But, using the simple negation algorithm, the equal opinion
weights rule returns -1 compared to -4 or -5 in different approaches using different

weights for strong opinion words.

To investigate the effect of assigning sentiment tags at the root and pattern levels
and hence ignoring context-dependent sentiment words, the certainty factor for each
aspect is calculated. Certainty factor (CF) is used to measure the percentage of certainty

of the extracted aspects orientations using the following equation.

Certain Score

Certainty Factor = (5.7)

Total Aspcet Frequency

For the certain root, we are sure that it is positive or negative, so we give it the
value 1. But for the uncertain root, we are not sure so we give it the value 0.5. Table
(5.8) shows the certainty factor for each aspect separately and the total average for the

entity.

For example: an aspect x appeared 3 times, 2 of them used certain roots, and one
uncertain. So the certain score for this feature is 2.5 and the certainty factor is = 2.5/3 =
0.83%.

Table 5.8: Average Certainty Factor for an event entity

Common Aspects bw Frequency Certain Certainty
System & Expert Score Factor
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12 5 lge (plan 1 1 1
13 gl oa A 2 2 1
14 Sl 3 358 2 2 1
15 ) 1 0.5 0.5
16 YL 1 1 1
17 8l ol 4 4 1
18 b dans 1 0.5 0.5
19 e 1 1 1
20 sdle alua (5 gl 1 1 1
21 B 2ane (5 sl 1 1 1
22 (S P 1 1 1
23 glas e 1 1 1
24 ddlia 1 1 1
25 A 8 Olales 153 )lea 1 0.5 0.5
26 a3l (gals 2 2 1
27 —aa 1 1 1

Average Certainty Factor for this Entity 0.907407

The average certainty factor for each entity reflects the percentage of assurance of
the entity orientation. Table (5.8) shows that the percentage of assurance of an event
aspects orientation is 90.7%. Table (5.9) shows the certainty factor of each entity and

the average certainty of each domain.

Table 5.9: The average certainty factor for each entity and domain

Domain CF Document CF (%) Average C.F
per Domain
Hotel Hotell 0.889
Hotel2 0.943 92.5%
Hotel3 0.943 '
Novel Novell 0.892
Novel2 0.853 87 4%
Novel3 0.878 '
Laptop 0.853
Product Phone 0.904
Windows 8 0.896 88.4%
Event Matchl 0.921
Match2 0.910 91.3%
Match3 0.907 '
Total Average 89.9%
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We can conclude from the results of table (5.7) and (5.9) that the certainty factor of
aspect opinions affects the average agreement between the system and human experts.
For example, the hotel domain that has the highest average CF of 92%, which leads to
the highest average agreement of 93%. Also the lowest CF of 87% with novel domain

leads to the lowest average agreement of 89%.

This proves that the proposed system is generic and able to extract the object

aspects and orientation from Arabic reviews in different domains.
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Conclusions and Future Work

In this chapter, the conclusion of the proposed approach is presented in section 6.1.

Section 6.2 describes some problems and limitations facing the proposed approach.

Section 6.3 presents some suggestions for future work in this area of research.

6.1. Conclusions

In this thesis, we presented a generic approach for extracting the aspects of objects

and events of Arabic reviews as well as their orientation. The idea that the object

aspects and their orientations are usually correlative is adopted in this research. The

proposed approach does not exploit predefined set of features, nor domain ontology

hierarchy. Instead we add sentiment tags on the pattern and root levels of Arabic lexicon

and used these tags to extract the opinion carrying words and their relevant aspects. We

can conclude the main contributions of the thesis as follows:

1)

2)

3)

4)

5)

Building a sentiment-annotated lexicon by adding semantic tags for the roots
and patterns of the lexicon to define its sentiment role. This makes the
proposed approach more suitable for use in various domains beyond the

product and service reviews.

Exploiting the sentiment-annotated lexicon to extract the opinion-carrying
words taking into consideration the negation and intensification effects.

Extracting the entities aspects according to syntactic patterns for Arabic
sentences and based on the opinion-carrying words. The lemma forms of the

candidate aspects are used to overcome the problem of redundant aspects.

Summarizing these extracted aspects with their orientations and scores to

determine the entity orientation.

Presenting a certainty factor to express the percentage of orientation certainty

of each aspect and declaring its effect on the system accuracy.

The system is evaluated on the entity-level using 500 movie reviews with accuracy

96%. Then the system is tested on the aspect-level using 200 Arabic reviews in different
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domains (Novels, Laptops, Mobile phones, Windows 8, Football game events and
Hotels).

The results of extracted aspects from the system along with their orientation are
compared with that defined by human experts. The system results are very close to that
of the experts. On average, the proposed system achieves a recall 89%, a precision 85%
and F-measure 87%. Thus, the proposed system proves its ability to rely upon in
helping both customers and object authors by summarizing the existing object reviews.

6.2. Problems

The proposed system suffers from some limitations that have been discovered
during the analysis of the experimental results. One of these problems is that the
precision and recall values for some domains are slightly lower than others due to the
difficulty of extracting their aspects. This difficulty comes from the fact that some
reviewers focus on certain problems without stating any of the entity aspects as shown

in the following review for "Windows 8".

ouallls Jany Cogula ity (Jibgall Aboa (A deel B G (81 aaay lan Jien Jsau sl
UFS3 (e Lo 5l 52Ul (S 0 SlgaS J sanall jand 3 jeal) alama (81 ¢ LWl A Hoai 5 allaiy jeaa s
plail 3 g s caliall sl 881 ) 35l Y S 4pdll Gl g ol 138 e Jeni Y MAXKEY S 525
O Hs s
Another problem faces our aspect-based opinion extraction is that the overall entity
orientation is determined by aggregating the orientations of all entity aspects. In some
cases, the reviewer may start with a phrase concluding that the entity is excellent
followed by many phrases focusing on its malfunctions or comparison with similar
entities. This may lead to wrong decisions on the entity level based on the stated

aspects' orientations as shown in the following review "cell phone".
"oy sl e i e « el Ay Uadl e 5 st e Lualal) | pualSl) dgny 43S 5 ¢ @l leall 1a"

Another problem arises from the use of synonyms of entity aspects. Although it
does not affect the entity-level orientation, it leads to extracting redundant or similar
aspects stated in different synonyms in different reviews as shown in the following

aspects extracted from hotel reviews.
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‘HCL-‘.;MH ‘vvw‘u ‘n;"_é‘)’-d‘u) & (u j X\n ‘"?L"L‘]\ gj)‘-._u ‘HJLLA\N :L.x.;}" ‘HJMY\ 4.:‘5)_.‘")
_(";.K.AG\}“"

Also, the reviewed entity may contain Named Entities (NE) such as actors, players,
writer, product name...etc. Some of these NEs are Arabic adjectives and may be
considered as opinion carrying words which lead to extracting fake aspects as shown in

the following review.
M erda lee oo S Caagd) 3 oal" & Mellle 5 a8l o Salailly cdidafaaas ulS)) S8

Also, some words that not considered as negation words, but they reverse the

orientation and the system couldn't detect it as shown in the next sentences.
" ald e J sl @) 7 i e gdigial) " & M 30l 05K O o2 kAl (g S

In addition to some special cases that use words with conflict meaning in the

negation and/or intensification processes such as
ehal | AN ol curaall fadl' Msaind U ggew dlaal) plas (§ERS e (peddiuall aal St
M lias el Ygal

In addition to the quad-literal roots that are not included in the used Arabic lexicon
such as (Jela - Ase).

6.3. Future Work

To enhance the proposed system and overcome the above stated problems, some

suggestions for future work can be outlined as follow:

1) Adopting an accurate technique to handle the problem of named entities by
using an Arabic NE recognizer.

2) Solving the issue of using different sentiment words to describe the same
aspect and also for describing different aspects by adding the semantic level
to the proposed sentiment analysis.

3) Complete the sentiment-lexicon for the quad roots of Arabic language.

4) Using the Arabic WordNet to overcome the problem of synonym aspects.
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Appendix A

Samples of Certain Positive Roots

oma dea 2 g da s Qb L8 G s B oLe e g &1 04
A G a0y oy dad S add ued daa jaja ea o dlia gia s
tha spagie B5b b Jeb geb i (eed gud e Jew Gdu sew A )
WGkl JeS S LS 68 zb Ghd med )8 Gee ahe jhe s j5h gk dan
Ty s 1B o Ba B opal A g o G g e Gl gle gl

L, o by By Lo oauy G

Samples of Certain Negative Roots
DB Al el G Ge am be g Ol oale da o ob dT G
di s s dian s ha o a (ipa ks dea pdia apn (a2 U8
AR ed dd e dan gmid Wed 38 dad Dha Ghud ed A pad R
Tl pew alue bds ome) @A) ) ) ey @y dS) XS, e e @@
Ji ad g3 aad Gl gme Al L2 Al ¢ e N Gl (e e
o J¥ M pal JE dee gee gl ol eSS X 5B w8 JB adid mad
ol &y 2y ey Uiny dn dR» aw w L

Samples of Uncertain Positive Roots
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Samples of Uncertain Negative Roots
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Samples of Forward Positive Roots
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AR e 28 a3l dad s

Samples of Forward Negative Roots

Samples of Excluded Roots
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Samples of the sentiment-carrying patterns
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] e "S “ae M\ d\.ﬂ:\ ~~S .. S .. 5 v LM

Comparator Patterns

Negation Words

Gl Gl e Gl Y gl e s a1 A
Samples of Intensifiers
i€ Jadll oy selian lan La Wby llhe ol Mad o Ly AL b W

Al sady b Ly 2
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Appendix B

Some POS tagging abbreviations

NN : Noun

DTNNZ1 : The First Determined Noun found in backward direction
DTNN2 : The Second Determined Noun found.
Prep : Preposition

Particle : Any other POS tagging in Arabic language such as (.. & sais o) - Ll sal 5 0S)
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Appendix C
A form that given to the expert to extract the aspects & orientations.
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Appendix D

Movie Negative Orientation
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Movie Positive Orientation ‘
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